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Abstract Social Network Analysis has become an impor-
tant methodological tool for advancing our understanding
of human and animal group behaviour. However, research-
ers tend to rely on arbitrary distance and time measures
when defining ‘contacts’ or ‘associations’ between individ-
uals based on preliminary observation. Otherwise, criteria
are chosen on the basis of the communication range of
sensor devices (e.g. bluetooth communication ranges) or
the sampling frequencies of collection devices (e.g. Global
Positioning System devices). Thus, researchers lack an
established protocol for determining both relevant associa-
tion distances and minimum sampling rates required to
accurately represent the network structure under investiga-
tion. In this paper, we demonstrate how researchers can use
experimental and statistical methods to establish spatial and
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temporal association patterns and thus correctly characterise
social networks in both time and space. To do this, we first
perform a mixing experiment with Merino sheep (Ovis
aries) and use a community detection algorithm that allows
us to identify the spatial and temporal distance at which we
can best identify clusters of previously familiar sheep. This
turns out to be within 2-3 m of each other for at least
3 min. We then calculate the network graph entropy rate—a
measure of ease of spreading of information (e.g. a disease)
in a network—to determine the minimum sampling rate
required to capture the variability observed in our sheep
networks during distinct activity phases. Our results
indicate the need for sampling intervals of less than a
minute apart. The tools that we employ are versatile and
could be applied to a wide range of species and social
network datasets, thus allowing an increase in both the
accuracy and efficiency of data collection when exploring
spatial association patterns in gregarious species.

Keywords Spatial-temporal associations - Social
networks - Sampling rate - Social behaviour - Sheep -
Flocking

Introduction

Social and life scientists are often interested in first
tracking, and then quantifying, describing and comparing
the structure of spatial-temporal associations among their
subjects. To track subjects over time, researchers have
traditionally used scan or focal animal sampling of marked
or individually identifiable individuals by direct observa-
tion (Altmann 1974). More recently, several technological
innovations have revolutionised the way in which social
behaviour is studied. Researchers can now monitor indi-
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vidual positions using Global Positioning Systems (Nagy et
al. 2010; Riding et al. 2009; Yasuda and Arai 2005), video
tracking software (Delcourt et al. 2009; Miller and Gerlai
2008), radio-frequency identification tags and bluetooth
devices (see Krause et al. 2011 for a review). Once this
positional data has been collected, powerful new techni-
ques—collectively known as Social Network Analysis
(SNA)—can be used to analyse these data (Vital and
Martins 2009; Whitehead 2009) and explore the fine-scale
social structure of their study systems (Krause et al. 2009;
Wey et al. 2008). Briefly, SNA allows researchers to
represent individuals (or groups, or populations) as ‘nodes’
and relationships among nodes as ‘edges’. This basic
structure provides a framework from which scientists can
and make comparisons within or across groups and
populations of individuals (Kasper and Voelkl 2009; Faust
and Skvoretz 2002). SNA, thus, has the potential to answer a
variety of fundamental behavioural, ecological and conser-
vation led questions.

To generate a spatial network, a biologist will typically
take spatial data and extract the number of occasions an
individual is observed in the same ‘space’ as another
individual over a given sampling regime. A filter may be
applied to a network to categorise associations as ‘above
average’ and ‘below average’, hence reducing the spatial
relations to different clusters or (sub)groups (Franks et al.
2010). Presenting spatial information in this way can be
extremely informative where researchers are interested in
relational data for animal systems that display high fission—
fusion dynamics (Aureli et al. 2008). For example, colonies
of forest-dwelling big brown bats (Eptesicus fuscus) and
Bechstein's bats (Myotis bechsteinii) consist of collections
of individuals that roost in different trees. Network analyses
of these roosting associations has revealed preferential
associations between individual bats, despite the fact that
party compositions at roosting sites frequently change
(Kerth and Konig 1999; Willis and Brigham 2004).

For groups that display lower levels of fission—fusion
dynamics, but high variability in the spatial relations within
groups, a dichotomous ‘present’ versus ‘absent’ description
of associations between individuals is unlikely to be
informative. For example, troops of primates can show
extremely stable group membership through time, but high
variability in the spatial relations within these groups (see
Aureli et al. 2008 for a review). Understanding how this
non-random mixing of individuals impacts on the fine
structure of animal groups, communities and populations is
important, since it can have important consequences for
understanding information or disease transmission or the
evolution of individual differences in behaviour (Krause et
al. 2010; Sueur et al. 2011). Two crucial questions then
arise: (1) What spatial-temporal criterion is appropriate for
differentiating among spatial associations within a stable
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group structure, and (2) how often should an observer record
spatial association according to this criterion once defined?

Where researchers want to quantify spatial associations
because they are interested in exploring the spread of
information or disease in their study system, a spatial—
temporal criterion and sampling frequency that defines a
spatial link between two nodes can be defined explicitly. In the
case of airborne transmission of an infectious disease for
example, the criteria and sampling frequency are linked to the
biological features under investigation (Star 1999). However,
it is not always possible to collect these data unless direct
observations are performed for types of associations (Drewe
2010). Furthermore, in some cases, association distances are
determined by rather inaccurate wireless range of measure-
ment tools (e.g. range of Radio-Frequency Identification
(RFID) tag contact distances: Pasztor et al. 2010).

Where relational data are not being used to explore
transmission of disease of information, but being used to
investigate whether a particular social system displays
assortative mixing (and whether this confers an adaptive
advantage: Krause et al. 2010; Sueur et al. 2011), the
temporal—spatial criteria and appropriate rate of sampling
are even less clear. Once again, association distances are
often defined according to the methodological tools being
used. For instance, when studying association patterns of
academic researchers in a conference environment Hui et
al. (2005) were only able to look at variability within the
ranges defined by bluetooth contact distances, since data
were collected by mobile devices carried by participants.
Otherwise, spatial associations are defined by initial
observations of group sizes and behaviour. For example,
Croft et al. (2004) studied social networks in the guppy
(Poecilia reticulata), and all fish that were found together
in a shoal (defined as two or more fish within four body
lengths) were deemed to have a direct network connection.
This binary assumption was based on the fact that guppy
shoals are sufficiently small to allow all individuals in a
shoal to interact directly (Croft et al. 2003). If association
distances are defined incorrectly or sampling rates are too
low, then this will affect network measures in different
ways, resulting in network properties being misrepresented
(Perreault 2010; James et al. 2009).

In this paper, we propose novel optimisation methodol-
ogies for choosing spatial-temporal criterion and sampling
rates. We present positional data for an archetypical
gregarious mammal—the merino sheep—collected at 1-s
intervals using a novel individual-mounted Global Posi-
tioning System (GPS) Inertial Measurement Unit (IMU).
Using a simple mixing paradigm and network statistics, we
first identify a spatial-temporal criterion for relational data.
Specifically, we created three groups of sheep from a large
founder flock, and isolated them for 2 weeks. We then
mixed these three groups together into a single cohort. We
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expected that the familiar individuals would be able to
recognise another (Kendrick et al. 1996, 2001; Ligout and
Porter 2004) and so, pre- and post-mixing, we tracked the
spatial associations of all individuals (at 1-s intervals).
Using these data, we attempted to identify the distance and
time period over which we can best identify clustering of the
familiar individuals (in each of the three groups) when mixed.
This was achieved using k-means community detection
algorithm for picking out natural divisions or subgroups in
networks (Girvan and Newman 2002; Newman 2002). Using
this defined spatial-temporal distance, we then tracked the
network structure of the flock over the first 4 h when they
were mixed. This period incorporated four distinct periods of
sheep activity. Initially, the newly mixed sheep flock was
held together in a holding pen. Then, the flock was herded
1 km toward a novel field. The flock was then released into
an open field. The data when the mixed flock was released
into the novel field was divided into two distinct activity
periods: entry to the field—high activity—and settling in the
field—low activity. Over these four distinct activity periods,
we explored how the properties of the sheep spatial network
altered and determined a minimum sampling regime required
to accurately capture network properties of our dataset across
these different time phases.

Methods
Study subjects and site

Field experiments were undertaken at the South Australian
Research & Development Institute (SARDI) at Turretfield,
South Australia, during 2 months in 2010. Study subjects
(n=46) were taken from a flock of #=300 merino sheep
(Ovis aries) grazed at SARDI, and split into three groups:
group A (n=10), group B (n=18) and group C (n=18).
Sheep were kept in these three groups for 2 weeks in
identical sized 0.9-km® rectangular fields, and given ad
libitum access to hay and water. The three groups were then
mixed together (see Mixing experiment).

GPS positional data

Positional data were collected via a GPS detector/IMU data
logger carried by individual sheep. Components were
mounted and housed in a sealable plastic box and attached
to a standard sheep harness, which was worn by all subjects
for the entire duration of the experiment (Fig. 1). Together,
these had a total mass 530 g (150 g data logger, 381 g
harness), which was 1% of mean sheep body mass: sheep
mass+tstandard deviation mass was 52+6 kg, and has been
shown not to significantly alter key locomotion parameters
of sheep within this managed population (Hobbs-Chell et

Fig. 1 GPS modules fitted to harnesses on sheep

al., under review). To attach the loggers to individual sheep,
groups were herded with the aid of a sheep dog into a
holding pen each morning (08:30), and their individual data
loggers were attached to the harness using Velcro (Fig. 1)
before the sheep were released back to their original field.
At the end of the day (17:00), the sheep were temporarily
returned to the holding pen for the data loggers to be
removed, and positional data was downloaded. Each logger
had a unique serial number matched to sheep identity,
inserted into the header of all data files and file names
produced by the logger.

Data loggers are an in-house design and comprise a GPS
module capable of recording single frequency L1 raw range
data at 10 Hz (uBlox LEA-4T GPS module), an IMU
comprising a three axis MEMS accelerometer, three axis of
MEMS gyroscope and three axis of magnetometer and a
GPS patch antenna, MSP430 microcontroller and a
rechargeable 2,200 mAh lithium polymer battery. An earlier
version is described and evaluated in Tan et al. (2008).
Each unit logged pseudo range, Doppler and carrier phase
data (RAW GPS data) for each satellite at 1 Hz and stored
the data to a micro-SD card. A Novatel FlexPak G2L/
OEM4 GPS base station was also mounted with a clear sky
view on top of a grain silo at the location (approximately
6 m above ground level). Pseudo range, Doppler, carrier
phase and ephemeris data were simultaneously recorded at
the base station. GPS data for loggers and base station were
post-processed in differential mode using Waypoint Graf-
Nav v8.10 (www.novatel.com). This approach allows
carrier phase ambiguity resolution/a fixed integer kinematic
solution (Kaplan and Hegarty 2008) and an absolute
positional accuracy of about 10-20 cm. Much of this error
will be consistent across loggers and Gaussian in nature so
the relative sheep positions will be more accurate especially
after smoothing. Data were then processed using Matlab
version R2010. Infrequently, losses of GPS resolution
occurred, which results in a drop in accuracy. These points
were removed and remaining points interpolated, so that
there were no missing points or abnormal jumps in the GPS
data. (The positional data were of high quality with fixed
ambiguities about 80% of the time and the remainder good
quality floating ambiguity DGPS fixes). Data synchronisa-
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tion was facilitated by recording GPS time with each
position record.

Mixing experiment

Data loggers recorded the individual positions of sheep in
their respective groups (A, B and C) from 9 AM to 5 PM on
pre-mixing day. On the day of mixing, the three groups
were brought together in a holding pen for a period of
20 min, before being herded toward a large (unfamiliar)
2.5 km? field which took a further 60 min. Once the sheep
flock arrived at the novel field, they were released and
monitored for 190 min, which could be divided into two
distinct activity periods: entry to the field—high activity—
lasting 20 min, and settling in the field—low activity—
140 min. These two activity periods were determined on the
basis of initial analyses of network properties over this
period (see Sampling regime and network entropy rate).

Inter-individual sheep distances

Using our GPS data, we created spatial matrices detailing
the straight line distance between all dyads in the flock
(when housed individually as three flocks, and when mixed
as a single flock). These data provided us with the total
number of seconds sheep i spent at a certain distance from
sheep j. We created spatial adjacency matrices at a number
of pre-defined spatial-temporal scales. Preliminary obser-
vations of sheep flocking at the site and previous research
on Merino sheep suggested that individuals tend to be
spaced 1-3 m during normal activity (Lynch and Hinch
1992). We, therefore, calculated adjacency matrices for 30
different spatial-temporal scales that ranged from two
individuals spending 1 min at 1 m from one another, to
five consecutive minutes at 3.5 m. Dyads were therefore
defined as ‘associating’ every time that criterion was met.

K-means clustering algorithm

We expected that upon mixing in a large open field, all else
being equal, sheep would initially associate with those
individuals whom they are most familiar. Thus, we
expected to be able to identify clustering of sheep into
three distinct sub-groups within the network when mixed.
We ran a k-means clustering algorithm using our un-
weighted (binary) adjacency matrices at 30 different
spatial-temporal scales. The clustering output from each
simulation was then compared to the composition of the
original groups, and the accuracy of the clusters
identified expressed as the proportion of individuals
correctly assigned. Using these values, we were able to
identify the spatial-temporal distance at which the
original three groups of sheep could be identified within
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the larger, mixed flock over our whole dataset. Since the
sheep movements were partially restrained in the first
50 min of our experiment, which could degrade the
accuracy of the k-means algorithm, we repeated our
analyses with these first 50 min removed. Data for the
two periods were qualitatively similar (i.e. the best
performing spatial-temporal scale was the same in each
case), so we present our analyses over the whole
experimental period. Sociograms representing our data
(network graphs) were drawn using Pajek software
(http://vlado.fmf.uni-lj.si/pub/networks/pajek/).

Sampling regime and network entropy rate

Having identified the spatial-temporal scale which appeared
to represent meaningful spatial associations among individu-
als, we explored how different sampling regimes a researcher
may employ in the field would affect the ‘information’
captured about our networks. We use the term information
loosely, to represent how well an agent (a cue, a signal or a
disease, for example) can diffuse through a network (Gomez-
Gardenes and Latora 2008). Estimating an appropriate
sampling rate to capture the information contained in a
dynamic graph is not a straightforward issue. If the data are
sampled at too low a rate then, information that may be of
use (community structure for example), may be lost.
However, interesting information is typically only known
aposteriori (i.e. after the samples have been examined). Here,
we took the approach of examining how the information in
the network is preserved after sub-sampling. This approach
thus makes no assumptions about what might be important
but rather looks at how much information is preserved at a
particular, lower, sampling rate. We measured preserved
information by calculating the ‘entropy rate’, 4, of our
networks. The entropy rate is calculated by first considering
the ‘walk Laplacian’ of the network. The walk Laplacian
represents the network as a Markov chain in which a move
may be made from one node, i (in this case, individual), to
another, j, with a probability equal to the weight on the edge
from i to j divided by the total weight of edges leaving i.
Thus, for our binary (un-weighted) networks, a walk
Laplacian, 7, is constructed as:

1

oy W

mij

where 4 ;, is the adjacency matrix of the graph. From (1) the

18
entropy rate of a Markov chain may then be calculated as:

= < W) 2
i

where W, is the stationary distribution of the Markov chain
which is the first eigenvector of 7.
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We calculated the entropy rate for every second of our
dataset, thus giving us a time series ‘signal’ of individual
entropy rates. The aim was to examine how this signal
degrades as the sampling rate decreases. To do this, we
used Fourier transforms. Fourier transforms are a method
for converting a signal (in this case, associations amongst
sheep) from time domain to the frequency domain, enabling
a complex set of associations to be decomposed to a simple
sequence of components (Burrus 2010).

Results
Spatial-temporal criterion

Using a k-means detection algorithm, we identified familiar
sheep in a large mixed flock with accuracy ranging from
0.37 to 0.85 (possible range 0—1, i.e. none to full accuracy)
at a variety of different spatial-temporal scales. Small
distances (<2 m) at relatively short time periods (<4 mins)
performed poorly, whilst larger distances (3 to 3.5 m)
performed well regardless of time periods (0.65-0.85
accuracy). However, the best performing spatial-temporal
scales were in the mid-range distance and time periods of
the criterion we chose to explore, with the best performing
spatial-temporal scale overall being 2.5 m for three
consecutive minutes (Table 1). This distance was also
found to be the distance at which sheep most commonly
associate both pre- and post-mixing (Fig. 2), and we
generated a network of associations for each individual
flock and the mixed flock using this criterion (Fig. 3).

Entropy rate

We calculated the entropy rate of our sheep association
network when our three groups were mixed to examine
how different sampling regimes impact on the ‘information’
represented in the networks. We found that the entropy rate
fluctuates frequently, and more broadly, varied in accordance
with the four activity phases of the sheep (‘holding pen’,

Table 1 Performance of k-means in detecting familiar individuals once
mixed together into one larger flock at 30 different spatial-temporal
scales

Distance (meters)
1 |15 | 2 35
g1 | 056 | 058|060 0.79
5| 2 | 049|057 | 046 0.72
€| 3 |037]055] 060 0.70
gl 4 |052/058 '0.81|0.80|0.70 | 0.70
| 5 |0.51|056(057]081]0.80]|0.75

Warmer colours in the plot represent higher accuracy

‘herding’, ‘entry into field’, ‘in field’: Fig. 4). Specifically,
when the mixed sheep were confined to a holding area (10x
10 m), their opportunity for varied spatial interaction was
limited, and hence, the network entropy is highest. When the
sheep were moved toward their new field, the entropy rate
decreases, and as they enter the field, the entropy rate
fluctuates and is at its lowest level. As the mixed flock
familiarises with the new environment, entropy rate then
stabilises. We were able to demonstrate what these different
entropy levels look visually by producing representative
sociograms for each of these phases (Fig. 5). Surprisingly,
the sociograms also revealed differences in the amount of
mixing through these time phases. During the first activity
period (holding pen), sheep showed no attraction to their
familiar flockmates (Fig. 5a). When the sheep moved as a
flock towards their new field (moving), the sheep showed
high degree of attraction and moved with their familiar
flockmates (Fig. 5b). However, once the flock entered the
field, and the spatial network quickly became sparse (Fig. 4),
the sheep spread out and very few dyads met our 2.5-m
distance criteria of spatial association (Fig. 5c). As the sheep
became familiar with their new environment, the network
gradually converged and formed a connected component
again, reaching similar entropy rates as observed in the
holding pen (Fig. 4), and with some attraction to familiar
individuals persisting (Fig. 5c¢).

Effect of sampling regimes

Taking our entropy calculations, we then used a fast Fourier
transform to look at the frequency content of our data in a
time series. We explored the frequency content for the
whole 4-h period, and also for the different phases of
mixing (holding pen, herding, entry into field and in field)
individually. The frequency content was found to be a
typical inverse function, meaning that the frequency content
of the signal captured (in this case the adjacency matrix
entropy) declined rapidly with reduced sampling regime. To
illustrate this, Fig. 6 shows the accumulated frequency
content as a function of sampling frequency over the four
different phases of mixing. It shows that if we were to take
our positional data at a rate of 0.2 Hz (i.e. every 5 s), 90%
of the frequency content is preserved, no matter what the
activity of the sheep flock. However, for frequency content
of 70% or 80% to be achieved, the required sampling rate is
more variable according to flock activity.

Discussion
In this paper, we used novel optimisation methodologies for

choosing spatial-temporal criterion and sampling rates for
social animals, using spatial data from sheep flocks as a
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Fig. 2 Frequency histograms of
spatial associations among P
sheep at a range of 020 m. 15x 10

(a) Group A

Inter-sheep distances are
recorded at 1-s intervals over a
single day (9 AM to 5 pM period) 10
providing data from 28,800 s.
N=10 sheep are represented in
a, N=18 in b and ¢, and d
represents data from where
sheep groups A, B and C were
mixed together. Note that whilst
frequency histograms for inter-

a2

Frequency

sheep distances are highly vari- (c) Group C
able across groups, each shows
a high frequency of inter-sheep 6% 10°

distance associations of 2.5 m.
This is indicated by the white
dashed line

o
(4]

case study. We used a k-means detection algorithm to
identify the distance and time period, over which we can
best identify clustering of the familiar individuals (three
groups) when mixed. The algorithm performed poorly at
identifying clusters at low time distance thresholds. This

Fig. 3 Sociograms depicting
spatial associations of the three
individual groups before mixing
a, b and ¢, and the mixed group
on day of mixing d. In d, blue
nodes represent sheep in group
A, green nodes represent sheep
in group C and red nodes rep-
resent sheep in group B. In all
cases, the thickness of the /lines
(edges) indicates the frequency
of associations between each
dyad, and the network is filtered
so that only links above the
group mean average are shown
for ease of illustration

(a) Group A
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(b) Group B

3x10°

2. {
00 5 10 15 20

(d) Group A+B+C
o 10°

|-

10 15 20 0 5 10 15 20
Distance (meters)

suggests that associations at this spatial-temporal scale are
somewhat random. The most appropriate spatial and
temporal indicators of an association between familiar
sheep were 2.5 m or less, for 3 min or longer. Since
community structure is a coarse-grained property, it is

(b) Group B
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(a) Time phases
(1] 2 [3] 4 |
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Fig. 4 a Entropy rate over time and b frequency content of entropy (a
spectrogram) depicting the changing structure of the flock over time. In
each figure, four distinct activity periods are labelled as time phases:
1=‘holding pen’; 2=‘herding’; 3=‘entry into field’; 4="‘in field’ (see
Methods for more details). At low entropy, rates indicate the flock is

expected that larger inter-individual distances would per-
form well. However, the largest distances we tested did not
perform as well as intermediate distance thresholds,
suggesting that associations at distances greater than 3 m
may represent simple ‘same space’ associations. Overall,
the high performance of k-means at intermediate distances
(85%) suggests that these criterions represent a genuine
association, underlined by the fact that this distance
corresponded to the most frequent association distance for
dyads across our datasets (Fig. 2).

Our exploration of the network throughout the period,
which the sheep were mixed, demonstrated variability in

Fig. 5 Sociograms depicting
spatial associations of the
mixed group taken at four dif-
ferent single second ‘snapshots’
for a newly formed sheep flock.
Nodes represent individual
sheep and lines (edges) indicate
an association between dyads at
2.5 m. Each network's
corresponding entropy rate can
be seen in Fig. Sa

(a) 20 mins

T

Time phases

1] 2 3] 4

- — iv] o] w
Q (4 Q (5] Q

[43]

Frequency content of entropy

Qo

0 50 100 150 200 250
Time (mins)

very dispersed, while a high entropy rate indicates a highly associated
flock (also see Fig. 6). The spectogram shows that the frequency content
illustrates the highly variable structure of the flock (warm colours)
during phase 3 when the sheep flock enters the novel new field

the attraction of individuals to familiar sheep. Measuring
the degree of attraction between familiar and unfamiliar
individuals offers an exciting area for future research, and
will be of use to researchers studying individual recognition
(e.g. Taubert 2010; Thom and Hurst 2004; Wilkinson et al.
2010). Future work could use mixing experiments like we
describe here to investigate how group size, familiarity
(duration of associations) and context might influence
association patterns among familiar and unfamiliar individ-
uals, and provide quantitative tests of discrimination in
naturalistic settings. However, it will not always be practical
to perform a similar mixing paradigm as we performed with

(b) 50 mins
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Fig. 6 The accumulated frequency content of a sheep spatial
association network as a function of sampling frequency. Frequency
content is shown for four distinct activity periods a holding pen, b
herding, ¢ entry into field and d in field. Note that at a sampling rate
of 0.2 (i.e. once every 5 s) approximately 90% of the signal is retained

the sheep here. Given that our best performing spatial criteria
corresponded to the most frequently associating distance
across dyads (Table 1), irrespective of group size and field
size, our findings suggest that a rule-of-thumb, ‘use the
distance at which dyads most frequently interact to define an
association’, might well produce meaningful results. This
may be particularly useful in the absence of any other prior
information.

We have also shown that entropy rate varies consider-
ably according to the behaviour and activity of the sheep
(Fig. 4). Since entropy rate characterises the heterogeneity
within a network as a single number, it can provide a robust
and transferable representation of how well information or
disease can spread through a network. In the case of
information, it may enable researchers to model the transmis-
sion of information through a social system (Franz and Nunn
2009), not only based on the number and type of interactions
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regardless of sheep activity (indicated by arrows), but at lower
sampling rates, the frequency content preserved during different
activity states is more variable (information of 70% and 80% are
indicated with arrows for comparison). Entropy rates and association
networks for these data are provided in Figs. 5 and 6

(Voelkl and Noe 2010), but how variable/predictable these
are over time. For disease transmission, measures of entropy
can work in the same way since infectious processes may be
driven by a network of contacts that is generally structured
by the organization arising from behavioural and spatial
heterogeneities within the group (Naug 2008). Entropy
measures may also be particularly important for management
of livestock. Specifically, it may offer a tool for understand-
ing how different housing arrangements impact upon inter-
individual association patterns (Buijs et al. 2010; Febrer et al.
2006; Leone and Estevez 2008).

Examining the frequency component of our entropy
measure has shown that for an accurate representation of
the sheep social network (and its variability), sampling
more frequently than 1-min intervals is required. This rate
of sampling is higher than that used in field studies of
highly social animals (Altmann 1974; Rose 2000; Tyler
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1979). But it is not an unreasonable rate of recording,
especially where researchers employ modern automated
data collection and processing tools like those used here
(Tan et al. 2008), and are interested in changes in network
structure over short periods. In our sheep flock example, we
have shown that to achieve 70% frequency content (i.e. to
capture 70% of the information about the variability in
spatial associations in the flock) over short periods, a
sample of sheep spatial positions would be required every
50 s (0.02 Hz; Fig. 6a, b, c). However, where researchers
are interested in examining variability in spatial associa-
tions over longer periods and wish to maintain a high
frequency content, sampling rates need to increase. For our
sheep data, sampling at a rate of once every 15 s would be
required to achieve 70% frequency content when the sheep
were in their new field (phase 4, 80-240 mins; Figs. 4; 6c).
Further investigations using frequency content of entropy in
a network also has potential for the design of data logging
devices that record spatial position. Where the aim is to
produce accurate data over long sampling periods, small
differences in frequency content that are observable
according to activity states may enable researchers to vastly
reduce power consumption in low activity periods. Indeed,
sampling rates can be set to be dynamic according to the
level of activity in the network, which can be correlated
(and thus inferred) from acceleration data. (The data
logging system employed here has a three-axis accelerom-
eter, and movement-dependent logging rate is an area of
active research in our group.)

In summary, we have presented the first attempt at
empirically analysing the appropriate spatial and temporal
association distances that should be used to construct and
analyse social networks of highly gregarious individuals
(human or non-human). The methods presented are not
limited to analysis of social network in sheep and could be
applied in a variety of different domains (e.g. information
dissemination, disease transmission or spatial coordination
for example). However, our results emphasise the need to
choose sampling criteria appropriate for the species to be
studied. Otherwise, as demonstrated by our k-means
analysis, associations that simply represent ‘random’ or
‘same space’ associations will be included in the data.
Conversely, if an incorrect sampling criterion is used then
genuine associations can also be excluded. We are aware
that it is not always possible to perform such controlled
mixing experiment that we present here, especially in wild
animals where capturing and releasing the subjects is not a
viable option. In such scenarios, our data suggest that the
frequency of associations may provide a useful ‘rule-of-
thumb’ for defining associations in the absence of any other
information and our entropy analyses demonstrate the
utility of adopting as higher sampling rate as is possible.
We hope that the tools that we present here can be

incorporated into future studies that use social network
techniques to explore spatial associations so that more
meaningful data can be collected from which researchers
can ask more detailed questions of their study systems.
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